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Multispectral image fusion method based on intensity-
hue-saturation and nonsubsampled three-channels
non-separable wavelets
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A new multispectral image fusion method based on intensity-hue-saturation (IHS) transform and three-
channel non-separable wavelets whose dilation matrix is [2,1;-1,1] is proposed. The multi-resolution decom-
positions of the intensity of multispectral image and panchromatic image are performed in nonsubsampled
mode using the three-channel non-separable wavelet filter bank. The approximation images and the detail
images of the multi-resolution pyramids are fused. The experimental results show that this method has
good visual effect. The performance outperforms the IHS fusion method, the discrete wavelet transform
(DWT) fusion method, and the THS-DWT fusion method in preserving spectral quality and high spatial

resolution information.
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The fusion of multispectral (MS) image integrates the
images which have higher spectral quality but lower spa-
tial resolution and the panchromatic images with higher
spatial resolution. It creates a new image which has bet-
ter spectral information and higher spatial resolution. It
is a hot technology of remote sensing image fusion, and
has been widely used™?.

A number of approaches to pixel-level fusion have been
proposed for merging MS image and panchromatic image.
The common procedures are intensity-hue-saturation
(THS) mergers!3), principal component analysis (PCA)
mergers!*®! Brovey transform mergers!®, separable dis-
crete wavelet transform (DWT) mergers based on Mallat
algorithm!”, and the Amélioration de la Résolution Spa-
tiale par Injection de Structures (ARSIS) concept[®l. The
fusion methods which are adopted most widely in MS
image fusion are the IHS transform method and the
DWT fusion method. But the two methods have their
insufficiencies. The method of THS transform can get
high spatial resolution image, but the fused image may
seriously lose the spectral information of the original MS
image. A fused image with good spectral information
can be created by the separable wavelet based on Mallat
algorithm, but it is low in spatial resolution and there is
block effect in the fused image because the subsampling
is done when images are decomposed and reconstructed.
To solve the problem, Zhang et al. proposed a fusion
method combining THS transform and DWT®!, and the
fused image had good spectral quality and higher spa-
tial resolution. But the mode of sub sampling by two is
used in wavelet multi-resolution analysis, and the wavelet
transform is not translation invariant. The block effect
still exists in the fused image. Non-separable wavelet is
a new kind of wavelet developed in recent years. Com-
pared with the separable wavelet, it has many good
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characteristics and can get higher spatial resolution fu-
sion result image. We have previously studied the multi-
spectral image fusion methods based on four-channel and
two-channel non-separable wavelets!'=12], These meth-
ods have good fusion effect. However, compared with
the fusion method based on four-channel non-separable
wavelets, the fusion method based on three-channel non-
separable wavelets has less computation amount while
images are decomposed and reconstructed. Although the
less computation amount is spent when the two-channel
non-separable wavelets are applied to decompose and
reconstruct images, less information is obtained because
only the diagonal line elements of the two channel fil-
ters are non-zerol!1? In addition, the nonsubsampled
non-separable wavelet transform is translation invari-
ant, the fused images have good spectral quality and
texture information without the block effect. Thus, to
preserve good spectral information, higher spatial res-
olution, and reduce the computation amount of fusion
process, a new fusion method based on three-channel
non-separable wavelets is presented in this letter.

Let matrix M represent the sampling matrix. When
M is equal to [2,1;-1,1], its determinant has an abso-
lute value of three. According to the theory of gen-
eral two-dimensional (2D) wavelet transform, there are
three filters, i.e., a low-pass filter and two high-pass fil-
ters. Accordingly, there are one scale function and two
wavelet functions. In this case, the (2D) scale function
cannot be decomposed into the tensor product of two
one-dimensional (1D) scale functions, and the wavelet
functions cannot be decomposed into tensor product of
two 1D wavelet functions or a scale function as well as a
wavelet function.

Denote the low-pass filter as Hy = {ho(k)}rezz and
the high-pass filters as H; = {h;(k)}rez2(i = 1,2). The
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decomposition process and the reconstruction process
of three-channel non-separable wavelets are illustrated in
Figs. 1 and 2, respectively, where A;,1, A;, and A;_; are
the approximation images of multi-scale decomposition

corresponding to the scale indices j+1, j, and j—1; D(l)

](2) and Dgl)l, D(2) are the detail images of the wavelet
decomposition correspondmg to the scale indices j and
7 —1; M is the sampling matrix; Hy, H1, and Hs are the
low-pass filter (Hp) and the high-pass filters (Hy, Hs)
of decomposition, respectively; Hy, Hf, and Hj are the
low-pass filter and the high-pass filters of reconstruction
corresponding to Hy, H1, and Hy. Only two steps are giv-
en in the figures, and more steps can be given like this.

The downsampling process and the upsampling pro-
cess are included in above flow charts. The non-separable
wavelet transform in this case is not translation invari-
ant. The texture information and spectral information
cannot be preserved well. So the two processes are omit-
ted in this research. The above process of decomposition
and reconstruction also shows that the key problem of
constructing non-separable wavelets is to construct the
non-separable wavelet low-pass filter and high-pass fil-
ters. In the applications such as image fusion, when
Mallat algorithm is used to decompose and reconstruct
images, the concrete form of the scale function and the
wavelet function are not involved in the decomposition
and reconstruction of images. Hence, it is unnecessary to
construct scale function and wavelet function. The main
task is to construct the low-pass and high-pass filters of
wavelet.

Nowadays, the design methods of 2D non-separable
wavelets filter banks are focused on the wavelets of four
channels and two channels. To our knowledge, the con-
struction method of the 2D three-channel non-separable
wavelet filter banks is not seen. According to the genaral
constructing method of high dimensional wavelets with
compact support and orthogonality!'3], the construction
of 2D three-channel non-separable wavelet filter banks is
proposed as follows.

Constructing X(z,y) =
Diag(L,a%/y, ay)
( _21 } ), the form of the 2D three-channel non-
separable wavelet filter banks with compact support and
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Fig. 1. Three-channel non-separable wavelet decomposition
of image.

(1, z,y), DG(z,y) =
For the sampling matrix M =

Ajiny

Fig. 2. Three-channel non-separable wavelet reconstruction
of image.

orthogonality is

[mO(Ia y)v T};Ll (Ia y)v mQ(xv y)]
= X(e) [[ODG@ UV, ()

Jj=1

where z = e @1y = e72 U;(j = 1,2,--- ,K) and
V/\/§ = (Vo, V1, Vg)/\/§ are orthogonal matrices, V; and
Vo are 3 x 1 matrices, Vo = (1,1,1)T.

To seek 4x4 filter banks, letting K=1, We can con-

struct
< cos(ay) —sin(ag) O )
Cy = | sin(a;) cos(ar) 0 |,
0 0 1
1 0 0
Cy = < 0 cos(ag) —sin(asg) ) ,
0 sin(az) cos(az)
0 0 1
Cs = ( cos(asz) —sin(ag) 0 ) ,
sin(ag) cos(ag) O
0 cos(ay) —sin(ay)
Cy = ( 0 sin(ay) cos(ay) ) ,
1 0 0
( cos(as) 0 —sin(as) )
Cy = 0 1 0 ,
sin(as) 0 cos(as)
1 —v2/2 —V6/2
V=1 V2 0
( NI )
Taking

Ui = C1C2C3C4Cs, (2)

it can be validated that U; (a;(j = 1,2,---,5) are the
parameters) and V / V/3 are orthonormal matrices. The
number of filter banks is infinite according to Eq. (2)
with different values of o;. We have designed many fil-
ter banks with compact support and orthonormality. We
give an example here:

0 0 0.0392 —-0.0226
Ho— 0.3763 0.1694  0.3434 0
7| -0.0318 -0.0821 0.1865 0 ’
0 0.0216 0 0
0 0 —-0.0329 0.0190
H. — —-0.0030 —-0.0013 —0.2886 0
1= 0.0003 —-0.1998 0.4538 0 ’
0 0.0526 0 0
0 0 —0.0405 0.0234
H, — 0.3659  0.1647 —0.3555 0
27| -0.0309 0.0828 -0.1881 0
0 -0.0218 0 0

(3)

It can be validated that this is an orthonormal filter bank.
Hy, Hy, and Hs are all non-separable.

The fusion algorithm is given below.

Step 1: Registering the MS image and panchromatic
image.
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Step 2: Performing IHS transform to the original MS
image:

I 1/3 1/3 1/3 R
lm]: —V2/6 —/2/6 2v2/6 G|, (4

V2 1/vV2 —1/v/2 0 B
H= arctang, (5)

U1

S = /v + 03, (6)

where I denotes intensity, H denotes hue, and S denotes
saturation.

Step 3: Performing histogram matching between the
panchromatic image and the intensity component of the
MS image. Let I be the intensity component of the orig-
inal MS image, the average value of I is m1, and its stan-
dard variance is o1. Let P be the panchromatic image,
the average value of P is mo, and its standard variance
is 02. Then the macthing process can be described as
2P+ mi — L. (7)
2 02

P =
o
Step 4: Fusing I and P’ and generating the fused image
I'. We perform multi-resolution non-separable wavelet
decomposition to the images I and P’ according to the
process described in Fig. 1 using the filter bank (3). To
avoid blocking artifacts in the fused image, we omit the
downsampling process. The detail components of I are
replaced by the corresponding level detail components
of P’. The selective method of approximation compo-
nents is essential for the fused image to get good spectral
information and high spatial resolution. Denoting the
approximation components of I and P’ as IA and P’A,
respectively, the linear representation of the approxima-
tion component of the fused image is

FA=txIA+(1—-t)x P'A, (8)

where ¢ (0 < t < 1) is the adjustive parameter. When
t changes greater, the spectral information of the fused
image changes better. Ohterwise, the spatial resolu-
tion changes higher. To get the fused image with good
spectral resolution and high spatial resolution, we select
t = 1/2, and the low-frequency image of the highest layer
is the average of A and P’ A.

Then we perform the non-separable wavelet inverse
transform and reconstruct the new intensity image F
according to the nonsubsampled mode.

Step 5: Performing THS inverse transform to F, H, S
and generating the fused multispectral image.

We performed experiments for the fusion of LISS-3
images taken from IRS-P6 satellite. Figure 3(a) is the
source LISS-3 panchromatic image whose spatial res-
olution is 5.8 m, and Fig. 3(b) is the source LISS-3
multi-band image whose spatial resolution is 23.5 m.
The three bands are the B2 band (green), the B3 band
(red), and the B4 band (near infrared). This is a fire
scene. Flame is burning on the upper right corner and is
extinguished on the lower-left corner of the scene. The
traces of burning are left.

Figure 3(f) is the fused image of the proposed fusion

method. In order to see the fusion effects clearly, we com-
pare this method with the fusion methods based on THS
transform®), DWT(["l and THS-DWT!. Figures 3(c), (d),
and (e) are the fused images of the three fusion methods,
respectively. The wavelet function used in DWT is the
tensor product of db2 which is the second wavelet of
Daubechies series wavelets, and it has the same length
as H; (1 = 0,1,2). The numbers of decomposition layers
of the methods based on DWT, IHS-DWT, and the pro-
posed method are three, and the experiment is realized
in the programming environment of MATLAB 7.5.

From the comparison of visual effect, it is found that
the fused image of the proposed fusion method can pre-
serve good spectral information and higher spatial res-
olution. The flame color and the traces of burning of
the scene are unartificial. It has no blocking artifact in
the fused image. The fused images based on IHS fusion
method (Fig. 3(c)) has high spatial resolution, but the
spectral information is distorted badly. The fused images
based on DWT and THS-DWT also have good spectral
information, but there are marked block effects in the
ridge and other places.

The bias index (BIAS), the standard deviation (SD),
the correlation coefficients between the fused image and
the source MS image (CC), the relative average spec-
tral error (RASE), and the relative global dimensional
synthesis error (ERGAS) are used to measure the spec-
tral information contained in the fused images!'. The
smaller the values of BIAS, SD, RASE, and ERGAS
are, the better the spectral information preservation
is. The larger the value of CC, the better the spectral

Fig. 3. Fusion of LISS-3 MS image and panchromatic image.
(a) Original panchromatic image; (b) original MS image; (c)
THS fused image; (d) DWT fused image; (e) IHS-DWT fused
image; (f) fused image of the proposed method
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Table 1. Performance Indices of LISS-3 Fused Images

THS Method DWT Method THS-DWT Method Proposed Method
R G B R G B R G B R G B

BIAS 28.12 33.36 32.66 17.93 17.24 15.88 16.60 18.12 17.45 15.09 16.19 15.78

SD 41.78 42.58 42.51 27.02 23.79 22.86 23.99 24.79 24.63 21.42 22.05 21.92
RASE 49.22 5.590 1.925 1.335
ERGAS 154.29 11.80 3.872 3.095

CcC 0.860 0.709 0.718 0.870 0.864 0.853 0.888 0.836 0.820 0.910 0.866 0.854

Entropy 5.949 6.793 6.010 7.004 7.506 7.129 7.090 7.439 7.100 7.108 7.510 7.131

sCC 0.934 0.972 0.986 0.937 0.976 0.968 0.966 0.987 0.981 0.973 0.989 0.985

information preservation.

The entropy and a kind of correlation coefficients (sCC)
are used to measure the high spatial information pre-
served in the fused images'¥. The high sCC between
the fused image and the panchromatic image indicates
that most of the spatial information of the panchromatic
image has been incorporated during the fusion process.

Table 1 lists the objective performance indices of the
fused images using IHS method, DWT method, THS-
DWT method, and the proposed method. The BIAS,
SD, RASE, ERGAS values of the proposed method are
smaller than those of the other three methods, while the
CC, entropy, and sCC values are greater than those of the
other three methods. It shows that the proposed fusion
method outperforms the THS fusion method, DWT fu-
sion method, and THS-DWT fusion method in preserving
good spectral information and high spatial resolution.

In addition, the same conclusion is gotten when other
non-separable wavelet filter banks are used to fuse LISS-
3 MS image and panchromatic image.

In conclusion, a new image fusion method of MS image
and panchromatic image based on three-channel non-
separable wavelet whose dilation matrix is [2,1;-1,1] is
presented. A construction method of filter bank about
this kind of wavelet is presented. Non-separable low-
pass and high-pass filters are constructed. The proposed
method has good fusion vision effect. The fusion perfor-
mance of the method proposed outperforms the fusion
method based on IHS, DWT, and IHS-DWT in perserv-
ing good spectral information and high spatial resolution
information.

When using the methods proposed in this letter to fuse
the SPOT-XS image and the SPOT-PAN image, or the
SPOT high spatial resolution image and TM MS im-
age, the same conclusion can be obtained. The amount

of computation is reduced to about three quarters of
the fusion method based on four-channel non-separable
wavelets.
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